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We may not have flying cars yet, but the age of the self-driving 
car has begun. To many, the idea of sitting passively in a car that 
does the hard work of navigating through traffic is appealing. But 
plaintiffs’ lawyers likely find the idea terrifying. We know how 
companies cut corners and send products to market too soon 
without adequate safety testing. We know how manufacturers 
have been willing to risk the safety of consumers in order to max-
imize profits by using cheaper tempered glass instead of laminated 
glass,2 and by using airbag inflators that were known to be tick-
ing time bombs.3 And we know manufacturers have been all too 
willing to hide dangerous product defects from the public.4 One 
can easily imagine how self-driving vehicles that are not subject to 
human direction and control will lead to increased opportunity 
for the manifestation of product defects. 

Truly self-driving cars will not only have the same potential for 
traditional product defects as other automobiles, like faulty seat 
belts, bad airbags, etc., but there will also be potential for defect 
in the cars’ “brains” — the artificial intelligence programming 
that will enable these vehicles to completely eliminate the need 
for a driver. Part of this programming must include a system of 
artificial ethics to guide a self-driving vehicle when making life 
and death decisions.5 

Consider the trolley problem you may have debated in a college 
philosophy course:

A train hurtles along a track, its freight cars rattling om-
inously in the wind. Up ahead, a railroad spur splits the 
path in two directions — but both routes augur death. 
On one side of the fork, a group of five workers are ab-
sorbed in the repetitive labor of track maintenance, ap-
parently unaware of the rapidly approaching locomotive. 
If the train continues along its current path, they will 
all be crushed. On the opposite track, a lone, similarly 
oblivious laborer is performing the same task. He is safe, 
for now — unless someone were to reroute the train.6 

While students have long debated what is the ethically “right” 
action to take in this situation — remain passive and let the train 
kill the five workers or take action in order to limit the loss of 
life by redirecting the train to kill the lone worker — self-driv-
ing vehicles will need to be programmed with the action the 
manufacturer desires. For instance, will a manufacturer program 
its self-driving vehicles to preserve the lives of the vehicle’s pas-
sengers above all others? If a vehicle with a single passenger is 
confronted with hitting a pedestrian in the roadway or swerving 
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and hitting a guardrail, will the vehicle weigh the potential for 
harm to be caused by each possible outcome and choose the 
path likely to result in the least injury? What if the vehicle’s only 
passenger is a child and the pedestrian is jaywalking or a vagrant? 
Will those factors weigh into the vehicle’s decision?

MIT researchers conducted a survey that asked individuals for 
their opinions on how a self-driving vehicle should react in such 
situations.7 Receiving nearly 40 million opinions from around 
the world, they found a global preference for saving the largest 
number of lives, prioritizing the lives of the young, and valuing 
humans before animals.8 There was also a preference for sparing 
those following the law over jaywalkers.9 Earlier surveys also in-
dicated people would prefer to be in a self-driving vehicle that 
would prioritize their safety over others,10 which is how Mer-
cedes announced it will program its self-driving cars.11 

On March 18, 2018, a self-driving Volvo operated by Uber 
struck and killed a homeless woman who was jaywalking on a 
road in Tempe, Arizona.12 An Uber driver was in the vehicle, 
but was not in control of the vehicle or paying attention to the 

road when the vehicle encountered the pedestrian.13 Six seconds 
before the collision, the Volvo recognized something was in the 
road, but could not identify what it was.14 Less than two (1.3) 
seconds before impact, the Volvo recognized the object in the 
road as a person, but it was unable to stop because Uber had 
programmed it not to brake in emergencies — only the human 
driver was allowed to do that.15 It appears there would have been 
no safety risk to the Uber driver if the vehicle avoided hitting the 
pedestrian, so, presumably, the vehicle would have attempted to 
do so if Uber had not disabled that part of the vehicle’s program-
ming. But we don’t know how the vehicle was programmed to 
respond in the event avoiding the collision with the pedestrian 
did pose a danger to the driver or others. 

As self-driving vehicles become more prevalent and accidents 
occur, there will undoubtedly be situations in which litigation 
is focused on the performance of the vehicle as directed by its 
programming. Will juries get to decide whether the vehicles’ 
programming meets a reasonable person standard? Will each 
side need to call an expert ethicist to testify regarding the eth-
ical standard of care and alternative programming instructions 
that were available to the manufacturer? Your guess is as good 
as mine as we enter this brave new world of self-driving, but 
not flying, vehicles.  
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